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EN RLMM #1/2023 

Frankfurt, 07 April 2023 

 

 

Dear Colleagues, 

as we did not have a “real” newsletter in 2023 yet, we hope, that you all 

managed well the first quarter of 2023! 

You have already received some “single” mails to spread some urgent infor-

mation.  

For today, we would like to focus again on the activities of the network. 

Please find below some updates. 

 

UPDATE ON THE SCIENTIFIC COMMITTEE 

Following the latest meeting of the EN RLMM Scientific Committee we have 

some new members to announce.  

Let’s welcome Dr. Aleksandra Webb, Matteo Sgarzi, Dr Moreno Baruffini, Dr 

Ernesto Calo and Eugenia Atin. They will bring new ideas in the work of the 

SC and will help to broaden our perspectives. 

 

 

LOOKING BACK - BIG DATA HUB - ONLINE SEMINAR ON 23rd FEBRU-

ARY 

The fourth of a series of seminars of the Big Data Knowledge Hub took place 

on February 23, 2023. Members of the EN RLMM met online to discuss 

the Use of big data tools to support labour market (re)integration in the 

Swiss context. Two different presentations were delivered in this semi-

nar. Professor Dominik Hangartner (Immigration Policy Lab - ETH Zurich, 

Switzerland) presented a pilot project about improving refugee integration 
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through a data-driven geographic assignment. Martin Gasser (SECO, Swit-

zerland) presented preliminary considerations on preparing automated de-

cision making or Risk Assessment Tools in the Public Employment Services. 

The presentations were followed by an open discussion of European experts. 

Please find attached the PowerPoint Slides for the two presentations and 

the report that gives you an impression on the seminar in case you were not 

able to join.  

The Speaker of the ENRLMM Big Data Working Group is available for any 

further information. Eugenia Atin, Tl. +34 688 809 708, E-mail: 

e.atin@prospektiker.es  

 

YOUR EVENTS IN 2023 

Do you have some events in 2023 that we should promote with this news-

letter? Do you have some seminars like the one with our big data hub ex-

perts or do you want to offer some seminars along our topics. Just let us 

know and we help you to spread your activities. Please inform us or ask 

Christa & Jenny for help.  

 

UPDATE: ANTHOLOGY 2023 

Our 2023 Anthology on the “Pathways of Greening Labour Markets. Oppor-

tunities and Challenges for Regional and Local Labour Market Observation 

in Europe and Beyond” is work in progress! 

It will encompass about 19 articles by authors from nine countries across 

Europe and beyond. We are more than excited to see the 2023 Anthology 

on the way and strongly believe it will pose a valuable contribution to re-

search on green transition and its impact on and interrelation with jobs, 

skills, and local labour markets. The topics range from applied (national) case 

studies to broader theory and frameworks on green jobs, green skills, and 

the various challenges that come with the greening of the labour market in 

general. Whereas articles with a more theoretical and methodological focus 

discuss approaches to defining, measuring, and analysing green jobs and 

green skills and the greening of regional and local labour markets, case stud-

ies provide evidence and lessons on the interdependence of green transition 

and local labour markets, as well as elaborate on the relevance and chal-

lenges which green transformation poses for companies and the role which 

green skills and digitisation play in the process of this transformation. There-

fore, we expect the 2023 Anthology to be of great interest to stakeholders 

in politics, labour market observation or research, academia. 

We are excited and will share more with all of you soon! 

 

mailto:e.atin@prospektiker.es
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REMINDER: THE 2023 CONFERENCE IN POTSDAM ON 27th & 28th 

SEPTEMBER 

Please keep in mind and save the date for this year’s conference in Potsdam. 

Wirtschaftsförderung Brandenburg WFBB (Business Promotion Branden-

burg) will host us on the 27th and 28th September 2023. The OECD-LEED-

Programme will join in the function of the co-host related to the annual topic 

of greening regional and local labour markets.  

 

A DAY IN POTSDAM – let’s get inspired! 

A walking tour of Potsdam is a lesson in history. The city, a favoured resi-

dence of the Prussian kings, has been beautifully restored since the German 

Reunification in 1990. The video shows the most famous sights of Potsdam. 

Enjoy a first impression of the location for this year’s network meeting:  

Potsdam — 30 Years since German Reunification | A Day in Potsdam | Travel 

Tips for Potsdam - YouTube 

 

With warm regards,  

Christa, Jenny, Anja & the EN RLMM Team 
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NOTE  
 

Seminars of the Big Data Knowledge Hub  

Use of big data tools to support labour market (re)integration in the Swiss 

context 
Notes of the online seminar promoted by the Big Data Knowledge Hub of the European Network on 

Regional Labour Market Monitoring (ENRLMM). February 23, 2023 

 

The fourth of the Seminars of the Big Data Knowledge Hub took place on February 

23, 2023. The aim of these series of seminars is to offer an opportunity to deepen the 

Network's knowledge on how to use Big Data for labour market research and 

consulting by presenting practical cases and demonstrations.  

 

The Seminar included a presentation by Professor Dominik Hangartner 

(Immigration Policy Lab, ETH Zürich, Switzerland) who presented the project 

“Improving refugee integration through data-driven algorithmic assignment” and a 

presentation by Martin Gasser (SECO, Switzerland) who presented “Preliminary 

considerations of Risk Assessment Tools in the Public Employment Service- State of 

Work in Switzerland”. Michel van Smoorenburg (UWV, The Netherlands) 

commented on both experiences. 

 

The open discussion counted with the participation of: Christian Müller (SECO, 

Switzerland), Christa Larsen (IWAK Goethe University Frankfurt am Main, 

Germany), Moreno Baruffini (USI, Switzerland), and Dorit Griga (SECO, 

Switzerland). 

 

 

Introduction 

Eugenia Atin (Speaker of the Big Data Working Group of the ENRLMM) after the 

initial greetings and thanks to the participants, contextualises this session in the work 

being done by the Big Data Working Group of the ENRLMM (European Network on 

Regional Labour Market Monitoring). 

 

Christa Larsen (Founder and Coordinator of the ENRLMM), then presents the 

European Network on Regional Labour Market Monitoring (ENRLMM) 



 

http://regionallabourmarketmonitoring.net/, that exists since 2007, and focuses on 

regional and local monitoring, especially on the demand side (the needs of companies).  

 

The Big Data Working Group was born in 2016, to help the network members in the 

application of big data techniques in their monitoring projects. And then, 2 years ago, 

the Group designed the Big Data Knowledge Hub https://bigdatahub.uvt.ro/ which is a 

collaborative platform for mutual exchange and learning. The Knowledge Hub is the 

place where all the members of the EN RLMM can look for guidance when aiming to 

use big data in their labour market monitoring projects. It is an easy accessible source 

of information on the techniques used by other reference labour market observatories 

for a particular topic or challenge. The "Seminars of the Big Data Knowledge Hub" are 

an initiative within this Hub, to make it more interactive.  

 

Presentation by Professor Dominik Hangartner 

 

The first presentation is about Improving refugee integration through a data-driven 

geographic assignment. Dominik Hangartner is professor of public policy at ETH 

Zurich and faculty co-director of the Immigration Policy Lab.  

 

Professor Dominik Hangartner will give an update on some of the work that they have 

been doing these past years, particularly a pilot project that they have done in 

Switzerland and that they are also setting up in U.S., Canada and the Netherlands.  

 

The basic idea is that for the refugees that arrive in European Countries (or others) and 

that are given permission to stay, to use big data in order to improve the geographic 

assignment.  

 

Introduction 

 

What does the Immigration Policy Lab do?  

 

• We use data and statistics to evaluate (impact analysis) and to use machine 

learning to design policies surrounding the integration of immigrants, refugees, 

and asylum seekers worldwide 

• Try to specialise in partnership with governments and immigrant service 

providers to implement evidence-based policies and conduct rigorous 

evaluations 

Since immigration touches many dimension, we need an interdisciplinary team or 

researchers, data scientists and program managers at ETH Zurich and Stanford 

University. 

 

http://regionallabourmarketmonitoring.net/
https://bigdatahub.uvt.ro/


 

We are trying to learn what are the policies that are most efficient and cost effective in 

facilitating successful integration into host countries’ economies and societies. We 

intervene in that space with data-driven tools have the potential to deepen our 

understanding about drivers of migrant integration outcomes and serve as input for 

personalized policies that can further catalyse and boost integration. This can be a little 

abstract but we will give a concrete example with this GeoMatch algorithm. 

 

When you think about refugee/immigrant integration you can very simply break it 

down in 3 main categories:  

• Personal Characteristics (who you are, skills…) 

• Geographic Location (neighbourhood, city) they all shape your future 

• Synergies between the 2 (geography and personal characteristics), we will focus 

on this 

 

For one refugee one place may be particularly promising because he/ she has a skill set 

that matches that place, while for another refugee the optimal place for economic 

integration might be another place. If you learn about these synergies, obviously you 

can steer the geographic assignment for these people.  

 

A graph with Swiss data is shown, displaying the employment share on average of 

refugees 2 and a half years after arrival, across the 26 cantons of Switzerland (it is quite 

similar across all countries). Two striking features:  

1) In all cantons there is room for improvement (even in the canton with the highest 

employment share, not even 50% of refugees have an employment after 2.5 

years)  

2) A lot of variation between cantons. Cantons have different policies and spend 

different budgets in integration (language, etc.) 

Refugee population is quite similar across all countries because they are (by law) 

exogenously assigned across these cantons. The preference of refugees is not taken into 

account so much. 

 

In the next slide, Professor Dominik Hangartner shows some correlation (not cause-

effect) between the individual characteristics and the propensity to have a job 2.5 years 

after arrival. Gender and age matters, speaking French helps, and there are interaction 

between nationalities. If we look at these characteristics in the different countries, we 

can see that people from some origin countries have an easier time to find a job in some 

cantons than in others. So these are the synergies that we try to leverage in this project. 

 

We do this in 2 stages: 

 

1) Good administrative data in Switzerland, detailed information about every 

refugee, where they live and if they found a job and the whole trajectory. So we 



 

use these data for the first stage, to model and predict employment probabilities 

for all cases at all locations 

2) Use this model for newly arrived refugees to predict where they are more likely 

to find a job 

 

There are of course many constraints and we operate within these constraints (families 

that belong together stay together, health issues, cantonal level: bigger cantons have to 

take more refugees, and we also have to take into account some balancing constraints). 

 

We conducted a series of back tests (retrospective impact evaluation). With the 

GeoMatch algorithm we are optimistic that we can boost employment share by 30-

70%. But this very much depends on the constraints. 

 

We not only see average gains but also gains across groups. All groups seem to benefit 

but they do not benefit in the same way.  

 

Based on these back tests we see that: 

• There is quite a bit of potential for robust gains across diverse contexts. 

• It is highly scalable, costefficient, and actionable for a large population.  

• It is quite flexible in incorporating preferences of the refugees and outcome 

metrics  

• We have to quite dynamically update the algorithm over time by adapting to new 

and recent synergies in the data 

 

Professor Dominik Hangartner now explains one of the implementation studies. We do 

not focus on re-settled refugees but on asylum seekers who cross the Swiss border and 

arrive at a Reception and Processing Center to apply for asylum. After a few months 

they receive the decision and if it is positive they are relocated to an assigned canton 

to receive accommodations and, if applicable, access employment programs. It is pretty 

much a random relocation.  

 

What we do is that we support the Ministry in this assignment. We built a dedicated 

software. When a new refugee comes in, the assignment officer manually inputs the 

characteristics of the refugee, and then generates a recommendation based on the 

GeoMatch algorithm. The case officer then reviews the recommendation and checks if 

it can be done or not (this is very important). If the case officer overwrites the 

recommendation, he/ she writes a note so that the algorithm can be further trained 

(continual learning of the algorithm).  

 

A screenshot of the software which was co-designed with the Secretariat is also shown.  

 



 

Since 2020 we have been piloting this with a randomized Control Trial so that we can 

see the benefits (and also the implications or consequences) of algorithmically 

supported placement versus random allocation (status quo). The pilot included 2,000 

refugee families (half of them assigned using the algorithm and half of them without 

the algorithm). By summer 2023 the pilot will be finished, then we wait 2-3 years to 

collect the employment outcomes. The COVID-19 crisis was also in the middle of the 

piloting and this needs to be taken into consideration too.  

 

 

Presentation by Martin Gasser 

 

The second presentation is about preparing automated decision making or Risk 

Assessment Tools in the Public Employment Services. 

 

Martin Gasser works for the Swiss Unemployment Insurance as a scientific advisor. 

His main tasks include statistical analyses and working on strategic projects. He is 

currently involved in designing a new strategy for PES in Switzerland. He won’t show 

us a tool today, but rather where they stand in preparing potential tools. 

 

Currently, the Swiss Public Employment Service (PES) are not using any fully-

automated or semi-automated (“human-in-the-loop”) decision-making (ADM). 

 

What is changing now is that we have a new data protection law that allows the use of 

ADM and we are currently working out the new long term strategy for PES. So there 

is a lot of input to please use more ADM, more AI tools in PES. So we have to prepare 

for potential ADM uses. 

 

What could be possible applications? Martin Gasser mentions some possibilities from 

an OECD study. You can use ADM to do profiling of unemployed people, you can do 

targeting , matching, fraud detection, monitoring… Many EU countries are ahead of 

us when using such tools. 

 

Our main challenge now basically is having guidelines ready, under what conditions 

are we willing to deploy ADM? We are in the process of discussing these 7 guidelines: 

 

1. Technology and risk assessment: required pre-development with relevant 

stakeholders, users and developers 

2. Privacy impact assessment: legally required previous to any development 

3. Data quality: Data are contextualized together with stakeholders and PES (e.g. 

data quality, expressiveness, and proxy outcomes) 

4. Sufficient precision: necessary accuracy/performance is defined with 

stakeholders and independently evaluated (e.g. on test data) 



 

5. Non-discrimination: statistical measure(s) of discrimination are defined with 

stakeholders and regularly evaluated 

6. Transparency and reproducibility: automated decisions are recognizable as 

such, researchers can study the model (no black box) 

7. Interpretability and explainability: model class as a whole should be 

interpretable, individual decisions can be reliably explained 

 

The requirements are standard, but we struggle with  making these guidelines concrete 

enough for application.  

 

An additional challenge, specific to Switzerland: PES is Switzerland are organized 

regionally, so regional authorities have large room for manoeuvre, but also the same 

ADM will be used differently according to region. This means that that language and 

quality of data vary by region. 

 

The challenges we face right now are: 

• There are templates for technology and risk assessments, transparency rules, and 

privacy impact assessments; as well as established measures of accuracy 

• Explainability is a practical issue (you know it when you use it)  

• However, non-discrimination and interpretability are active and contentious 

areas of research 

• Moreover, these areas of research are often highly technical. But in practice, we 

would have to discuss these matters with non-technical stakeholders 

• Technical and ethical trade-offs have to be resolved beforehands because any 

ADM will fail on some criteria 

 

An Estonian tool is also used to showcase the explainability. This is an empirical issue, 

it has to be decided with the case workers. If the case worker says it’s helpful then 

that’s it.  

 

To be more concrete, we try to look at how would it look in practice. There is not a 

system being developed, but as a hypothetical case, a tool to predict long-term 

unemployment at the beginning of unemployment, so that you know who is at high risk 

of becoming a long term unemployed. Ideally, you would have to work with the 

stakeholders (non-technical too) so that it is democratically legitimised.  

 

A simple approach to a statistical fairness evaluation would be as follows. Stakeholders 

would have to  decide on: 

1. (smallish) set of protected attributes and their mode of interaction 

(intersectionality) 

2. an appropriate definition of non-discrimination 

3. a measure of discrimination 



 

4. an “ acceptable” threshold for discrimination 

This means that we would need to think about the attributes that we need to protect, 

that could be gender, age, migrational background, political orientation… So we would 

sit with trade unions and employer associations for example, and talk about technical 

issues.  

 

So the biggest question is how did other countries do this? How did they bridge the gap 

between the technical literature and actually talking to people about these definitions.  

 

They have done a dry run with a toy model to get a sense of how this could look. They 

wanted to predict long-term unemployment. The accuracy of the model was moderate 

: 0.78 (as measured by the area under the ROC curve or AUC). The model assumed 

that the stakeholders choose age as a protected attribute (the model was trained without 

access to age), and we choose separation as a criterion (all age groups should have 

equal error rates any decision thresholds), and we choose expected risk difference as a 

measure and are willing to accept a value ≤ 0.1. Then, the proposed model would fail 

the non-discrimination audit. 

 

Martin Gasser poses some open questions for other countries to explain how they did 

it. 

• Do stakeholders understand/accept technical definitions of non-discrimination 

that rely on statistical independence? 

• How do we navigate conflicting definitions of discrimination in practice? We 

lack real-world best practice cases 

• How do we deal with multiple protected attributes, each with an appropriate 

definition of fairness? There is little research  

• Should we test for full non-discrimination or measure discrimination. There is 

surprisingly little research on measuring discrimination in an interpretable way 

• Can we really expect a model to be fully fair and, if not, how would we determine 

“acceptable levels” for a measure? 

 

So basically how to bridge these technical issues in the non discrimination area with 

actually talking with stakeholders. Martin Gasser would be interested in experiences 

or best practices from other countries.  

 

To finish, we are aware that the use of non- discriminatory measure is not enough, it 

doesn’t mean that it is fair or even legitimate to use such an ADM.  

 

We had two early attempts in 2005 and 2015 and they both failed because they were 

rejected by PES workers. This is why it is so important to include the stakeholders from 

the very beginning.  

 



 

 

 

 

Comments by Michel van Smoorenburg 

 

Michel van Smoorenburg is an International Labour Market Analyst working at the 

UWV – Public Employment Services Netherlands in the Department of Labour Market 

Information and Advice. 

 

Michel van Smoorenburg says the first presentation was very interesting because it 

addresses a topic that is usually not covered. He is rather surprised by the differences 

in the employment rates of the refugees between the cantons and he would like to know 

the reasons for this. Are the employment programmes in the cantons different? We 

could then measure the effectiveness in the employment programmes. Do we spot the 

same differences in the employment rates for non-refugees? He would then suggest to 

to calculate the difference between the employment rates of refugees and non-refugees 

and see this is a dependent variable. Professor Dominik Hangartner says that there are 

many factors affecting these differences across cantons. The key driver for those 

difference is the policies that regulate labour market access for refugees which are 

decided at a cantonal level.   

 

Michel van Smoorenburg says the second presentation addresses a very important 

issue. He doesn’t think that there are many “standard” ADM tools in the EU, he thinks 

that they differ a lot from country to country, but it is true that many PES already have 

ADM tools. In the Netherlands, for example, we have profiling, we have fraud 

detection, methods to measure the effectiveness of active labour market policy, or 

providing information to experimental groups. He would like to ask Martin Gasser 

about the toy model which uses 78 predictors, it seems like a lot. There is a strong 

correlation between independent variables, and he is wondering if he uses theory or 

hypothesis to put the predictors into the model. To avoid the discussion of 

discrimination, it is important the empirical but also the theoretical background. In 

what way do you implement the background and theory in these models? Martin Gasser 

explains that for this toy model they used an off-the shelf algorithm which is 

completely theory free. So they did not think about what would affect what, they just 

told the algorithm to predict the outcome. The model is basically a black box. We could 

use a theory based approach and choose some factors that resolve the variables and you 

build a simple model. You can still have discrimination using an statistical model but 

if we have a set of “if then” rules then the practitioners can understand and we get rid 

of many of the problems.  

 

 

 

 



 

 

 

 

 

OPEN DISCUSSION 

 

Christian Müller (SECO) has a question for Professor Dominik Hangartner about the 

balancing factors. How strongly weighted are they? Professor Dominik Hangartner 

says that in Switzerland they have to balance the top origin countries and this is unsual 

and has a huge impact. These balancing constraints can change annually but they mean 

that the top 10 origin countries have to be balanced across the country at the end of the 

year. This is tricky and this is why the range of improvement of our algorithm is so 

wide. The costs are not cheap.  

 

Christa Larsen (IWAK Goethe University Frankfurt am Main, Germany) would like to 

ask Martin Gasser a question about quality criteria. For many years, PES use data for 

decision making so we should have already some quality criteria developed. Martin 

Gasser respond that yes, the standards exist, it is nothing new. What has changed now 

is that there is more awareness: ethical AI or non discriminatory AI. The issues have 

long been known but we are now more aware. 

 

And a question for Professor Dominik Hangartner: some factors of the constraints 

could have an impact on the integration process. If you present this work to decision 

makers or to organisations working with refugees, what are their reactions? Professor 

Dominik Hangartner responds that in 2017 there was not the same level of awareness, 

it was almost up to us (researchers) to reflect and decide about the tool. There is an 

status QUO policy, and the only issue is that we cannot perform worse that the status 

QUO. We judge this project for the improvements to the current situation (and since it 

is so “bad” everybody welcomes such a project).  

 

Moreno Baruffini (USI) thanks the speakers for their presentations and would like to 

know if when talking about employment if also self-employment is taking into account. 

Professor Dominik Hangartner says that they consider both types of employment but 

that the vast majority of people are dependently employed (this is a reality in 

Swizerland). There are not many entrepreneur refugees although it is changing and 

growing.   

 

Dorit Griga (SECO) would like to know if or how the differences in infraestructure in 

the different cantons was taken into account. Also, the educational level and skills of 

refugees. Are these assumed to be constant across the cantons? Are there any 

differences? Professor Dominik Hangartner answers that the infrastructural question is 

not so relevant for how we designed the algorithm. We look at the interactions of the 

cantons with the characteristics. We also supplement these with information about 



 

vacancies but it is not very helpful because the time of assignment is not the time of 

getting a job (it can take 2-3 years). Regarding the question about educational 

background and skills set, there have been debates for more than a decade. At the time 

of the start of the project, the data was not available so that’s why it is not taken into 

account. But it would certainly improve the algorithm. Soft skills are very important 

and they are currently working on a platform to match refugees and potential 

employers, there is a lot of potential here.  

 

 

More information will be circulated as always through the Network’s newsletter. Also, 

if you are interested in sharing your experiences with the Network, please do so through 

the Knowledge Hub https://bigdatahub.uvt.ro/ and contact Eugenia Atin if you wish to 

present your project through a Seminar. 

 

 

Bilbao, March 2023 
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(SEMI-)AUTOMATED DECISION-MAKING (ADM)

ADM = fully-automated or semi-automated
(“human-in-the-loop”) decision-making

PES = Public Employment Services

Currently, Swiss PES are not using any ADM

New data protection law allows the use of ADM, if those
affected recognize the decision as such and have recourse

We have to prepare for potential ADM uses

How 213 Public Organizations Benefit from AI

2

https://info.microsoft.com/rs/157-GQE-382/images/EN-CNTNT-eBook-artificial-SRGCM3835.pdf


POTENTIAL USES OF ADM IN PES

   7 

HARNESSING DIGITALISATION IN PUBLIC EMPLOYMENT SERVICES TO CONNECT PEOPLE WITH JOBS © OECD 2022 
  

Figure 3. AI has the potential to improve ALMP provision across PES activities 

 

Note: AI – artificial intelligence, ALMP – active labour market policy, PES – public (and private) employment services. 

AI tools hold the promise of making better use of available data, in a more timely way. Thanks to their 

dynamic features (e.g. machine learning techniques), AI tools can evolve autonomously over time as they 

continuously learn from their interactions with users or the new data they gather. Moreover, they can use 

a broader range of data. Whereas standard algorithms rely on structured data from administrative sources 

(e.g. jobseeker registration data, social security records, income tax records) or jobseekers’ surveys, AI 

algorithms can also use unstructured data (and Big Data more generally), such as free text written by the 

employer in a vacancy description or jobseeker’s behaviour in job search via online tools, by converting 

them into structured data. Lastly, AI algorithms draw on more advanced optimisation techniques to make 

predictions or suggestions, which may improve their accuracy. 

At the same time, the use of AI for delivering employment services involves risks (Salvi Del Pero, Vourch 

and Wyckoff, forthcoming[14]). Some are neither specific to AI nor new, but relate to any analytical tools 

aimed at making predictions or supporting decision-making. Poor-quality data will result in poor outcomes, 

performance of these tools is much better for an average individual than for people belonging to marginal 

groups, and data protection issues are critical as these tools process sensitive personal data. Moreover, 

even if these tools perform well on average, these are tools only, which lack the soft skills needed to 

correctly understand people facing particularly difficult situations. And when a wrong decision or action is 

taken based on a misleading suggestion made by an algorithm, there is still great legal uncertainty as to 

who is to be held accountable (the developer vs. the user of the algorithm) for the harm this may cause. 

For example, a jobseeker profiling tool Powiatowe Urzędy Pracy launched in Poland in 2012, received a 

lot of critique from the PES staff and clients. It was perceived to be non-transparent, unfair and potentially 

discriminating some groups on the labour market, and was finally ruled to be unconstitutional by the 

Constitutional Tribunal and scrapped in 2019 (European Commission, Joint Research Centre, 2020[15]). 

An AI tool Online Compliance Intervention (known as the Robodebt scheme) was adopted in Australia in 

2016 for automatic debt assessment and recovery of welfare benefits, but received a vast backlash due to 

the concerns of lawfulness as well as false and incorrect debt notices, and was thus abandoned in 2020 

(Henriques-Gomes, 2022[16]). 

More specific to AI tools is the fact they require constant monitoring: although they can be designed to be 

self-improving over time, the opposite might also occur and the tool may for example develop systematic 

biases. A second and somewhat related specificity of AI tools relates to the complex data-mining 

techniques they often rely on, which can make their outcomes difficult to explain. AI has also given rise to 

“Traditional” administrative 

data in PES and linked 

registers

Big Data (click data in PES online tools, 

vacancy search behaviour, free text in 

vacancy posts and CVs, etc.)

AI algorithms

AI tools in PES
• Profiling to segment jobseekers, identify employment barriers, predict their labour market outcomes, target ALMPs,

suggest labour market integration pathways.

• Identifying vacancies (companies with a high potential for recruitment) proactively.

• Matching jobseekers and vacancies (identifying matches using semantic matching, selecting best fit).

• Mapping jobseekers’ distance to occupations and gaps in competencies, analysing expected skills by employers and

career choices of workers for recommender systems in career services.

• Providing information and counselling via chatbots.

• Detecting fraud and assuring quality in processing applications.

OECD (2022)
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GUIDELINES UNDER DISCUSSION

1. Technology and risk assessement: required pre-development with
relevant stakeholders, users and developers

2. Privacy impact assessement: legally required previous to any
development

3. Data quality: Data are contextualized together with stakeholders
and PES (e.g. data quality, expressiveness, and proxy outcomes)

4. Sufficient precision: necessary accuracy/performance is defined
with stakeholders and independently evaluated (e.g. on test data)

5. Non-discrimination: statistical measure(s) of discrimination are
defined with stakeholders and regularly evaluated

6. Transparency and reproducibility: automated decisions are
recognizable as such, researchers can study the model (no black
box)

7. Interpretability and explainability: model class as a whole should
be interpretable, individual decisions can be reliably explained

Based on existing guidelines from the Swiss government and the Swiss Competence network for data science.
4



OVERVIEW GUIDELINES

Note: PES is Switzerland are organized regionally

• regional authorities have large room for maneuvre
• any ADM will be used differently according to region
• meaning, language and quality of data vary by region

5



CHALLENGES

There are templates for technology and risk assessments,
transparency rules, and privacy impact assessments; as well as
established measures of accuracy

Explainability is a practical issue (you know it when you use it)

However, non-discrimination and interpretability are active
and contentious areas of research

Moreover, these areas of research are often highly technical.
But in practice, we would have to discuss these matters with
non-technical stakeholders

Technical and ethical trade-offs have to be resolved
beforehands because any ADM will fail on some criteria

6



EXPLAINABILITY

27.10.2021

Presentation Estonia (OECD 2021)
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USE CASES

Matching. Implement a match-making engine on our job
platform

• There seem to be ready-made software solutions already used
in e.g. the WCC Employment Platform used in Belgium,
Germany, Austria

• Might test such a platform for skill-based matching
• In case of explicit, rule-based matching, only moderate

requirements necessary

Profiling (risk assessment). e.g. predicting long-term
unemployment based on labour market and individual data

• Non-discrimination and explainability are more important for
profiling/targeting than for recommender tools

8



USE CASE: PROFILING

Desiere, S., K. Langenbucher and L. Struyven (2019), “Statistical profiling in public employment services: An
international comparison”, OECD Social, Employment and Migration Working Papers, No. 224.

9



USE CASE: NON-DISCRIMINATION IN RISK PROFILING

Three standard observational definitions of group fairness,
which are are mutually incompatible1

Auditing can be based on a hold-out test set. But
stakeholders would have to first decide on

1. a (smallish) set of protected attributes and their mode of
interaction (intersectionality)

2. an appropriate definition of non-discrimination
3. a measure of discrimination
4. an “ acceptable” threshold for discrimination

Statistically, there are well established procedures to measure
discrimination with risk classes. When dealing with risk scores,
there remain many open questions

1For a good introduction: https://fairmlbook.org/. Other definitions include
individual and causal fairness.

10
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USE CASE: NON-DISCRIMINATION IN RISK PROFILING

As a dry run, we trained an XGBoost model on a full data set
(years 2014-2018) with 78 predictors and kept 2019 as test set.
Accuracy was 0.78 (AUC).

Assume stakeholders choose age as a protected attribute. The
model was trained without access to age

Assume stakeholders choose separation as a criterion: All age
groups should have equal error rates any decision thresholds

Assume stakeholders choose expected risk difference as a
measure and are willing to accept a value ≤ 0.1.

Then, the proposed model would fail the non-discrimination audit.

11



USE CASE: NON-DISCRIMINATION IN RISK PROFILING
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Expected risk differences of younger and older jobseekers relative
to the middle-aged group: 0.116, 0.005, 0.086, 0.104.
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OPEN QUESTIONS

Do stakeholders understand/accept technical definitions of
non-discrimination that rely on statistical independence?

How do we navigate conflicting definitions of discrimination in
practice? We lack real-world best practice cases

How do we deal with multiple protected attributes, each with
an appropriate definition of fairness? There is little research

Should we test for full non-discrimination or measure
discrimination. There is surprisingly little research on
measuring discrimination in an interpretable way

Can we really expect a model to be fully fair and, if not, how
would we determine “acceptable levels” for a measure?

13



A CAVEAT

Even if the ADM output were non-discriminatory and
explainable, it does not follow that it is fair or that it is
legitimate to use the ADM at all2

A major challenge in all ADM remains to make it useful to
and accepted by practitioners and those affected

• Two early attempts (2005 and 2015) at targeting/profiling
failed due to being rejected by users (PES caseworkers)

2cf. fairmlbook.org/legitimacy

14
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APPENDIX

The three “standard” definitions of observational group fairness:

Name General Ŷ Special case Ŷ ∈ {0, 1}
Independence A⊥⊥Ŷ Demographic parity

P(Ŷ=1|A=a) = P(Ŷ=1|A=b) for all a, b

Separation A⊥⊥Ŷ |Y Error rate parity
P(Ŷ=y |Y=1−y ,A=a) = P(Ŷ=y |Y=1−y ,A=b)
for all y ∈ {0, 1} and a, b

Sufficiency A⊥⊥Y |Ŷ Predictive parity
P(Y=y |Ŷ=y ,A=a) = P(Y=y |Ŷ=y ,A=b)
for all y ∈ {0, 1} and a, b

Legend: A: protected attribute, Y : observed outcome, Ŷ : predictions
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APPENDIX

Relative risk estimates in case of risk groups:

Risk ratio (false negative rates) Risk ratio (false positive rates)
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• We evaluate and design policies 
surrounding the integration of 
immigrants, refugees, and asylum 
seekers worldwide

• We work in partnership with 
governments and immigrant service 
providers to implement evidence-based 
policies and conduct rigorous 
evaluations

• An interdisciplinary team or 
researchers, data scientists and 
program managers at ETH Zurich and 
Stanford University

Immigration Policy Lab

Designing solutions for an integrated 
world



What kind of policies are the 
most effective and cost-efficient 
in facilitating successful 
integration into host countries’ 
economies and societies?

Context
Key questions in refugee and immigrant integration

Data-driven tools have the 
potential to deepen our 
understanding about drivers of 
migrant integration outcomes 
and serve as input for 
personalized policies
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Admin data

Stage 1: Modeling

Use historical data to 
predict employment 

probabilities for all cases at 
all locations

Stage 2: Matching

Match cases to locations 
to maximize employment, 

subject to constraints

Improved 
integration 
outcomes

How the GeoMatch Algorithm Works



Algorithmic

Actual
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Probability of Employment (%)

(Predicted Probability for Algorithmic)

Swiss Back Test Results
The back test demonstrates that the GeoMatch algorithm could boost employment rates by 30-70% 
depending on constraints



Swiss Back Test Results
The GeoMatch algorithm back test demonstrated potential gains in employment across groups



Potential for 
robust gains in 

back tests across 
diverse contexts

Scalable, cost-
efficient, and 

actionable for a 
large population

Flexible in 
incorporating 

preferences and 
outcome metrics

Dynamic over 
time by adapting 
to new synergies 

in the data

The GeoMatch Algorithm
Using insights from data to enhance the allocation process
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Asylum seekers cross the 
Swiss border and arrive at a 
Reception and Processing 
Center to apply for asylum

Swiss Secretariat for 
Migration placement officers 

randomly assign cases to 
Swiss cantons proportional 

across regions 

Asylum seeker relocates to 
assigned canton to receive 

accommodations and, if 
applicable, access 

employment programs

Phase 2 Case Study: Switzerland

Status Quo
Process



Asylum seekers cross the 
Swiss border and arrive at a 
Reception and Processing 
Center to apply for asylum

Asylum seeker relocates to 
assigned canton to receive 

accommodations and, if 
applicable, access 

employment programs

Enter Data
Manually input 
incoming case 

data

Generate Matches
Receive GeoMatch 
recommendations 

within seconds

Final Review 
Accept or override 

and submit final 
decisions

Continual Learning
With more placement data, 

GeoMatch learns and improves

GeoMatch 
Implementation

Phase 2 Case Study: Switzerland



The IPL team and the Swiss Secretariat for Migration co-designed a user-friendly 
interface to implement the GeoMatch tool 

Phase 2 Case Study: Switzerland



Phase 2 Case Study: Switzerland

Double-blind Randomized Control Trial 2020+:

Algorithmically supported placement versus random allocation (status quo)

Randomization Allocation Integration
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• Collaborate with partners to design human-centered and 
customized tools, facilitate seamless implementation, and 
establish final decision-making power of users

Emphasize 
Co-Design 

• Ensure potential gains in outcomes across groups through 
careful tests, pilot programs, and rigorous evaluations in 
multiple country contexts before scaling up our work

Ethical & Responsible AI

• Comply with and provide input on a dynamically changing 
policies and regulations including GDPR Privacy and AI 
Impact Assessments

Regulatory Context

GeoMatch: Challenges and Lessons Learned
Insights from our multi-context GeoMatch implementation experience



Thank you for your attention!

Questions or feedback? 
dominik.hangartner@gess.ethz.ch


